Math 221 (101) Matrix Algebra December 2, 2002

Quiz #9 Solutions

1. (a) We already have T'(e1) = (1,2). To find T'(e3), we note that

H%G}[D
reea =3 (7 (B]) = (b)) =2 (bl - b)) = 1]

so the standard matrix A for T is
1 0
a=ly ]

(b) Since (3,1) - (—=2,6) = 3(—2) + 1(6) = 0, the vectors are orthogonal. Since they are
nonzero, they are linearly independent, and two linearly independent vectors in R? form
a basis for R2.

(¢) We need to calculate
[T)s = [[T(b1)]s  [T(b2)]e]

1 0](3 3
==y ][
Using Theorem 6.5, we can write (3,5) as the linear combination:

3y, B0
3 5/ |1 [3 5 6] [-2 14 (3 24 -2 73
=y U = b w ] =50

I IR
bl = |17]

For the first column,

giving a coordinate vector

Similarly, for the second column,

ribe) = abo = |y Y [ = )

Using Theorem 6.5, we can write (—2, —10) as the linear combination:

N P
-l e L - e -2
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giving a coordinate vector
[T(by1)]s = 8/
—7/5

That gives a final answer of

[T]s = [[T(b1)]s  [T(b2)]n] = [gg :%g}

2. (a) We need to find the dimension of Col A. Row reducing the matrix to echelon form, we

find
(1) -1 -1 o0 (1) -1 -1 0

4 8 5 9| R2R2H4RI 1 g 19 9 9

2 2 1 3 2 2 1 3
ft 0
1 -1 -1 0 1] -1 -1 0
MO@ggwogg
0 4 3 3 0 0 0 0
f o

There are two pivot columns, so the basis consists of two vectors. Therefore, Col A is a
subspace of dimension 2, a plane through the origin.

(b) By Theorem 6.3, (Col A)t = Nul AT. Thus, we must find a basis of this null space.
Reducing [AT O] to reduced echelon form, we get

(D) 42 0 (1) 4 2 0] 1 4 20
1820 oo l0 1240 10 12 4 o0
-1 5 1 0 11 5 10 “lo 9 3 0
0 9 3 0 0 9 3 0 0 9 3 0

B B B 1)

1 4 20 4 20

R3—R3-3R2 | 0 @ 4 0| pimpa-3p2 |0 @ 4 0

0 0 0 0 0 0 00

0 9 3 0 0 0 00

f) i
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4 20 0 2 0
1 0(1) 3% o
R2— =5 R2 3 —R1— 1
12 Ri-Ri-4r2 | 0 [1] 1 0
0 0 0 O 00 0 0
0 0 0 O 00 0 0
,ﬂ\ (- _
giving a general solution
xr1 = —%xg
xgz—%zg
x3 free
and a vector parametric form of
T —3%s -3
X = |zo| = —%.Ig =3 _% R T3 free
Zs3 xs3 1
Therefore, the required basis is
-2/3
-1/3

1

3. (a) By Theorem 6.13, the least-squares solutions satisfy A7 Ax = ATb. Since

1 4 1 2 i g 2 22 22 44
ATA=10 3 0 50| o o|=1|22 34 68
2 6 -2 10] |, - 4, 44 68 144
and
1 4 1 2 23 22
AT™b=10 3 0 5 Al =126
2 6 -2 10 —20
-7
we need to find a solution to
22 22 44 22
22 34 68| x=|-26
44 68 144 —20

Reducing the augmented matrix gives:

(22 22 44 22 @2 22 4 22 22 22 44 22
22 34 68 26| R2oR2RL_ |0 12 94 48 | R3ORS2RL | o (19) 24 —48
44 68 144 —20 44 68 144 —20 0 24 56 —64
f f f
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[22] 22 44 22 [22] 22 44 22

1
msorsRe | [12] 24 —as | ST g [12] 24 48

0 0 (8) 32 0 0 (1) 4
f

0
22 0 —154 22 0 —154
R1—R1—44R3 0 24 —48 R2—R2—24R3 0 @ 0 —144
o o (1) 4 0 0 4
1 1
[22] 22 0 154 @) 0 o 110
R2— - R2 0 @ 0 _12 | m—Rmi—22R2 | 0 —12 R1-25R1
0 0 1 0 0 4
f i
Therefore, the unique least-squares solution is
)
x=|-12
4

(b) Let A= [al as ag} . Because the rank of A is known to be 3, all three columns form

a basis for Col A.

Applying the Gram-Schmidt process to the basis {a1, a2, a3}, the first vector is just the

first column:

1
Vi=ay = 4
1
2
The second vector is calculated by:
o1 T
3 |4
0 0 Il 1 0 1 -1
V=a—a2.v1v:3—'5' _2_4:3_24:—1
S ()] R v T B 'Y B (0] 0 B R B
5 4 41 |12 5 2 3
1] |1
_2_ _2_
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The third vector is

2 1 [ 21 [—1]
6| |4 6] |-1
D) 2| 1] 1 2| " |=1| =1
V3:a3—a3.V1V1—aB.V2V2: 6 _ 10 2 4 B :10: L 3: -1
vVi-Vvy Vo V3 -2 1 1 1 —1 -1 -1
10 4 14| |[2 -1 -1 3
1|1 -1 -1
21 |2 3] | 3
2 1] -1 2 1 -1 [ 2
I I B I e N Y RN ) IR e I B
-2 22 (1] 12 |-1 -2 1 -1 -2
10 2] 3 10 2 3 |0

giving an orthogonal basis of

1 -1 2
4 -1 0
7 {-1]"1-2
2 3 0

(¢) We can convert the orthogonal basis to an orthonormal one by normalizing each vector.
The lengths of the vectors are:

[vi] = V12 + 42 + 12 + 22 = V22
V2l = V(1) + (=1)? + (-1)2 + 32 = V12
[vall = V22 + 02 + (=2)2 + 02 = V8

so the normalized vectors are

1/1/22 —1/V/12 2/V/8
L 4/v22 R R B VAVS V] 1 10
HI_EVI_ 1/\/@ uz—ﬁv2— —1/\/ﬁ u3—ﬁv3— _2/\/g
2/v/22 3/V12 0

giving an orthnormal basis

1/v22] [-1/V12] [2/V8
4/V22| | -1/v/12 0
1/v22) 7 [ =1/V/12] 7 | =2/V/38
2/V22 3/V12 0

(d) The orthonormal basis from part (c¢) gives the columns for the matrix Q:

1/v22 —-1/v12 2/\8
4/3/22 —1/V/12 0
@= 1/v22 —1/V/12 —2/V/8

2/V/22  3/V/12 0
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We can calculate R using the formula R = Q7 A, like so:

1/vV22  4/v22  1/v/22 2/V/22 2
R=Q"A=|-1/V12 -1/V12 -1/V12 3/V12 o
2/V/8 0 —2/V8 0 10

22//22 22//22 44//22 V22 V22 2v/22

O NN
o wo

[\V]

= 0 12/V12 24/V12| = 0 V12 2V12
0 0 8/V8 0 0 V8

Ugly, but not impossible.

4. (a) The eigenvalues of A are given by the characteristic polynomial:

8—A -4 0
det(A—A)=| -4 2-X 0 :(5—)\)‘
0 0 5-2A

=(B=MN(8=N2=X)—=16) = (5= A (A2 =10)) = (5 — M)A\ — 10)

88— —4
-4 2-A

giving eigenvalues 0, 5, and 10.
For A = 0, the eigenspace is given by the solution set associated with augmented matrix

8 —4 0 0
[A—0I 0]=|-4 2 0 0
0 0 5 0
Reducing gives
(8) -4 0 0 8 —4 0 0 8] -4 0 o0
1
4 2 0 o PRI Ty o (o] _Eem o 0 (5)0
0 0 5 0 0 0 5 0 0 0 0 0
0 0
-4 0 0 -5 0 0
R2—1R2 R1-%R1 @ ’
> /0 0 0 0 0 0
0 0 0 0 0O 0 0 0
f f
The general solution is
l‘l—%xg
1'3_0
o free
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and the vector parametric form is

I %,TQ_ 1/2
X= |xo| = | 2| =22 | 1 |, a2 free
I3 0_ 0
giving eigenspace basis
[1/2
1
| O

For A\ = 5, the eigenspace is given by the reduction

December 2, 2002

3) -4 0 0 3] —4

4
[A—sr o] | —4 -3 0 o] BT 1o £ o o

0 0 0 0 0

-4 0 0 3)o 0 o0
R2‘>7%R2 0 @ 0 0 R1—R1+4R2 0 0 0
0 0 0 0 0 0 0 O

) f

The general solution is

xr, = O
T = 0
3 free
and the vector parametric form is
X O O
x= |z = | 0| =23 [0], a3 free
I3 I3 1
giving eigenspace basis
0
0
1

Finally, for A = 10, the eigenspace is given by the reduction

0
l

0 0

0 0

(1)o o0 o

1
R1~>§R1 O 0 0

0 0 0 O

f

0 0
(0) o
-5 0
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-4 0 0 -4 0 0
R2——LR2 @
_ReRs L g0 (5 oo 5T 1o 0 0
0 0 0 0 0 0 0 0
l f
()2 0 o
1
R I B I Y )
0 0 0 O
0
The general solution is
ZCl——QSCQ
ng()
o free
and the vector parametric form is
X1 —2172 -2
X= |z| = To| = o 1|, xo free
I3 0 0
giving eigenspace basis
-2
1
0

Since A is symmetric, these three basis vectors, each from a different eigenspace, must
be orthogonal, so there is no need to orthogonalize anything. However, the vectors must
still be normalized:

. 1/2] L 2 5 [1/2 1/v/5
(A =0) |1 =—]1|==1|1]|=]2/v5
1{2 0 Ao V5lo 0
0
0] 0] [o
1 1
(A=5) — ol =—|o| = |o
ol [1] V1|1 1
O - L Jd
1
L[ [ —2//5
( ) — G /\/;
1 L - L
0
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This gives matrices

1/v/5 0 —2/v/5 00 0
P=12/v/5 0 1/V5 D=0 5 0
0 1 0 0 0 10
(b) Writing P = [ul us u3}, the spectral decomposition of A is:
A= )\111111{ + )\gugug + )\311311?
[1/4/5 0 —2/4/5
=0|2/V5| [1/V5 2/V5 0]+5|0[[0 0 1]+10| 1/V5|[-2/V5 1/V5 0
0 1 0
[1/5 2/5 0 0 00 4/5 —=2/5 0
=02/5 4/5 ol +5[0 0 0| +10[-2/5 1/5 0
0 0 0 0 0 1 0 0 0

(c) Because A’s eigenvalues are all greater than or equal to zero, it is positive semidefinite
(but not positive definite, since one of the eigenvalues is 0).

5. (a) Because A is lower triangular, its eigenvalues are the entries on its main diagonal,
namely 1 and 4. For A = 1, the eigenspace is given by

_

3 0] eV r 10
1 0

giving vector parametric form

I ) 0 free
X—xz—x2—1721,$21‘

and the basis

For A\ = 4, the eigenspace is given by

0 0 R1<-R2 1 -3
1 -3 0 0

giving vector parametric form

and the basis

This gives matrices
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(b)

An eigenvector for eigenvalue 1 is given by the basis vector u = above. Similarly,

0

1
. . . 3

an eigenvector for eigenvalue 4 is v = 1l

If the initial colony is given by x¢ = cu, then

x1 = Axg = A(cu) = cAu = cu = xg

with the second-last equality following from the fact that u is an eigenvector for eigen-
value 1. Similarly, xo = x¢, and so on. That is, a population started at a scalar multiple
of u does not change from hour to hour.

On the other hand, if the initial colony is given by x¢ = cv, then
x1 = Axg = A(ev) = cAv = dev = 4x

with the second-last equality following from the fact that v is an eigenvector for eigen-
value 4. Similarly,

Xo = Ax; = A(4ev) = deAv = 42cv = 4%

That is, a population started at a scalar multiple of v quadruples in size every hour
without the proportions of wild type and heat sensitive bacteria changing.

Since u and v are not scalar multiples of each other, they are two, linearly independent
vectors in R?, so they must form a basis for R2.

This follows from the same argument as in part (b). That is,

x1 = Axg = A(cu + dv) = cAu+ dAv = cu + 4dv

with the second-last equality following from the linearity of x +— Ax and the final
equality following from the fact that u and v are eigenvectors for eigenvalues 1 and 4
respectively.

Similarly,
Xy = Ax; = A(cu + 4dv) = cAu + 4dAv = cu + 4%dv

The appropriate formula for general k will be:
X = cu -+ 4k dv

The vector x¢ = (10,0) can be expressed as

Xo = 10 *—1—0 0 —0—9 3 *—1—Ou—|—9v
7 1lo 31 "3l 3 3
These weights ¢ = —10/3 and d = 10/3 are calculated in the usual manner by solving
the vector equation x¢g = cu + dv for unknowns ¢ and d.

By part (d), we have

N1 PPSTIC B TR

10
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which gives
B 10(43) [ 10(64) ] [640
“‘&WM@AJ‘hmmJ‘Lﬂ
If you missed the correction to the quiz and used x¢ = (1,0) instead, you should get
the formula

“:M$3A

m=b$3A=Bﬂ

and

11



